ECT580-Assignment 5

Kenny Siu Cheung Ling


Question 1: 
Select the best feature that predicts income, using entropy based feature selection algorithm. 
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Entropy (3+, 3-) = (-3/6 log2 3/6) - (-3/6 log2 3/6) = 0.5 – (-0.5) = 1
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IG(S, Sex) = Entropy(S) – [4/6Entropy(SMale)] – [2/6Entropy(SFemale)]

= 1 – {4/6*[(-2/4 log2 2/4) - (2/4 log2 2/4)] }- {2/6*[(-1/2 log2 1/2) -     (1/2 log2 1/2)]} 

= 1 – (4/6) – (2/6) = 0

IG(S, Town) = Entropy(S) – [3/6Entropy(SChicago)] - [2/6Entropy(SEvanston)] - [1/6Entropy(SLondon)] 

= 1 - {3/6*[(-1/3 log2 1/3) - (2/3 log2 2/3)] }- {2/6*[(-1/2 log2 1/2) -     (1/2 log2 1/2)]} - {1/6*[(-1/1 log2 1/1) - (0/1 log2 0/1)]}

= 1 – (0.4595) – (0.333) – 0

= 0.21

IG(S, Children) = Entropy(S) – [2/6Entropy(S0)] - [2/6Entropy(S1)] - [1/6Entropy(S2)] - [1/6Entropy(S3)]


= 1 - {2/6*[(-1/2 log2 1/2) - (1/2 log2 1/2)]}- {2/6*[(-0/2 log2 0/2) -     (2/2 log2 2/2)]} - {1/6*[(-1/1 log2 1/1) - (0/1 log2 0/1)]} - {1/6*[(-1/1 log2 1/1) - (0/1 log2 0/1)]}


= 1 – 0.333 – 0 – 0 – 0


= 0.67

IG(S, Occupation) = Entropy(S) – [2/6Entropy(STrader)] - [2/6Entropy(SStudent)] - [1/6Entropy(SHousewife)] - [1/6Entropy(SClerical)] 


= 1 - {2/6*[(-2/2 log2 2/2) - (0/2 log2 0/2)]} - {2/6*[(-0/2 log2 0/2) -  (2/2 log2 2/2)]} - {1/6*[(-0/1 log2 0/1) - (1/1 log2 1/1)]} - {1/6*[(-1/1 log2 1/1) - (0/1 log2 0/1)]}


= 1 – 0 - 0 – 0 – 0


= 1

Occupation is the best feature for prediction of “High Income” response variable values than Sex, Town, and Children because it’s information gain is the highest. It gets 100%. The second best feature for prediction of “High Income” is Children. It makes sense because occupation is the major reason to earn the income. ID is not a feature prediction of “High Income” because it has independent number and it does not get any frequency. Therefore the information gain always be zero and is the lowest feature compare to others.

Question 2: 
Develop a model that predicts the price category. What is the model accuracy based on 10 fold cross-validation? 

The housing.names are defined as:

A14.

A1: continuous.

A2: 0,12.5,17.5,18,21,25,28,45,60,75,80,85,90,95,100

A3: continuous.

A4: 0,1.

A5: continuous.

A6: continuous.

A7: continuous.

A8: continuous.

A9: 1,2,3,4,5,6,7,8,9.

A10: 17,95,188,193,216,222,226,242,243,247,252,255,256,233,265,266,270,276,279,284,281,296,305,307,311,313,329,337,345,384,398,402,403,432,437,469.

A11: 12.6,14.4,14.7,15.1,15.2,15.3,15.6,16.1,16.6,16.8,17,17.3,17.8,17.9,18,18.2,18.3,18.5,18.6,18.7,18.9,19,19.1,19.2,19.7,20.9,21,21.1,21.2.

A12: continuous.

A13: continuous.

A14: a,b,c,d,e.

The resulting model accuracy is 80.5%. It improves 3.5% after change the A2 from continuous to multi-valued discrete. It improves 0.5% after changes the A10 from continuous to multi-valued discrete. Therefore the A10 may confuse the model. Also A11 has the same changes after changes it from continuous to multi-valued discrete. Therefore the A11 may also confuse the model. After changes A9 from continuous to multi-valued discrete, it improves 4%, therefore it can improves the accuracy of the model.

Below is the Summary of the Prediction.

	Fold
	Decision Tree
	Rules

	
	Error
	Error

	0
	20.0%
	20.0%

	1
	25.0%
	25.0%

	2
	20.0%
	20.0%

	3
	10.0%
	10.0%

	4
	15.0%
	20.0%

	5
	10.0%
	15.0%

	6
	30.0%
	25.0%

	7
	10.0%
	10.0%

	8
	30.0%
	25.0%

	9
	25.0%
	20.0%

	Mean
	19.5%
	19.0%

	SE
	2.5%
	1.8%


Below is the Cross-Validation

	a
	b
	c
	d
	e
	

	65
	14
	
	
	
	A

	12
	73
	2
	
	
	B

	
	5
	20
	
	1
	C

	
	1
	1
	
	
	D

	
	
	2
	
	4
	E


The 10 fold cross-validation predicts the price category is b, because it has the highest value. 
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